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# Chapter 1 - Trigonometry Review

<table>
<thead>
<tr>
<th>Degrees</th>
<th>0°</th>
<th>30°</th>
<th>45°</th>
<th>60°</th>
<th>90°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radians</td>
<td>0</td>
<td>$\frac{\pi}{6}$</td>
<td>$\frac{\pi}{4}$</td>
<td>$\frac{\pi}{3}$</td>
<td>$\frac{\pi}{2}$</td>
</tr>
<tr>
<td>$\sin \theta$</td>
<td>0</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{\sqrt{2}}{2}$</td>
<td>$\frac{\sqrt{3}}{2}$</td>
<td>1</td>
</tr>
<tr>
<td>$\cos \theta$</td>
<td>1</td>
<td>$\frac{\sqrt{3}}{2}$</td>
<td>$\frac{\sqrt{2}}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>0</td>
</tr>
<tr>
<td>$\tan \theta$</td>
<td>0</td>
<td>$\frac{1}{\sqrt{3}}$</td>
<td>1</td>
<td>$\sqrt{3}$</td>
<td>undefined</td>
</tr>
</tbody>
</table>

\[ \sin^2 x + \cos^2 x = 1 \quad 1 + \tan^2 x = \sec^2 x \quad \cot^2 x + 1 = \csc^2 x \]

\[
\sin \left( \frac{\pi}{2} - x \right) = \cos x \quad \cos \left( \frac{\pi}{2} - x \right) = \sin x \quad \tan \left( \frac{\pi}{2} - x \right) = \cot x
\]

\[ \cos(a \pm b) = \cos a \cos b \mp \sin a \sin b \]

\[ \sin(a \pm b) = \sin a \cos b \pm \cos a \sin b \]

\[ \tan(a \pm b) = \frac{\tan a \pm \tan b}{1 \mp \tan a \tan b} \]

\[ \cos 2x = \cos^2 x - \sin^2 x \quad \sin 2x = 2 \sin x \cos x \quad \tan 2x = \frac{2 \tan x}{1 - \tan^2 x} \]

\[ \cos^2 x = \frac{1 + \cos 2x}{2} \quad \sin^2 x = \frac{1 - \cos 2x}{2} \]
Chapter 2 - Limits

When finding a finite limit, simply substitute the value into the expression unless it causes problems.

The two sided limit \( \lim_{x \to a} f(x) \) exists if and only if both one sided limits
\( \lim_{x \to a^-} f(x) \) and \( \lim_{x \to a^+} f(x) \) exist and are equal to each other.

If a rational function has a limit of the form \( 0/0 \), then there is a common factor in both the numerator and the denominator. Factor both, reduce, and then evaluate the limit.

When finding infinite limits of polynomial and rational functions, only the leading term needs to be considered. This is only true for limits as \( x \to +\infty \) or \( x \to -\infty \). That is ...

\[
\lim_{x \to \infty} \left( a_n x^n + a_{n-1} x^{n-1} + \cdots + a_0 \right) = \lim_{x \to \infty} \left( a_n x^n \right)
\]

\[
\lim_{x \to \infty} \left( \frac{a_n x^n + a_{n-1} x^{n-1} + \cdots + a_0}{b_m x^m + b_{m-1} x^{m-1} + \cdots + b_0} \right) = \lim_{x \to \infty} \left( \frac{a_n x^n}{b_m x^m} \right)
\]

\[
\lim_{x \to a} f(x) = L \text{ if } \forall \varepsilon > 0, \; \exists \delta > 0 \ni \left| f(x) - L \right| < \varepsilon \text{ whenever } 0 < |x - a| < \delta.
\]

\[
\lim_{x \to 0} \frac{\sin x}{x} = 1 \quad \lim_{x \to 0} \frac{1 - \cos x}{x} = 0 \quad \lim_{x \to 0} \frac{\tan x}{x} = 1
\]

A function \( f \) is continuous at \( x = a \) if 1) \( f(a) \) is defined, 2) \( \lim_{x \to a} f(x) \) exists, and 3) \( \lim_{x \to a} f(x) = f(a) \).

If \( f \) is continuous on \([a,b]\) and \( k \) is between \( f(a) \) and \( f(b) \), then there exists at least one \( x \in [a,b] \) such that \( f(x) = k \).
Chapter 3 - Derivatives

Notation
\[
\frac{d}{dx}[f(x)] = f'(x) = D_x[f(x)] = \frac{dy}{dx} = y'
\]
\[
\frac{d^2}{dx^2}[f(x)] = f''(x) = D_{xx}[f(x)] = \frac{d^2y}{dx^2} = y''
\]

Definition
\[
f'(x) = \frac{d}{dx}[f(x)] = \lim_{h \to 0} \frac{f(x + h) - f(x)}{h}
\]

Power Rule
\[
\frac{d}{dx}[x^n] = n \cdot x^{n-1}
\]

Product Rule
\[
[f \cdot g]' = f' \cdot g + f \cdot g'
\]

Quotient Rule
\[
\left(\frac{f}{g}\right)' = \frac{f' \cdot g - f \cdot g'}{g^2}
\]

Chain Rule
\[
\frac{dy}{dx} = \frac{dy}{du} \cdot \frac{du}{dx}
\]

Trigonometric Functions
\[
\frac{d}{dx}[\sin x] = \cos x \quad \frac{d}{dx}[\tan x] = \sec^2 x \quad \frac{d}{dx}[\sec x] = \sec x \tan x
\]
\[
\frac{d}{dx}[\cos x] = -\sin x \quad \frac{d}{dx}[\cot x] = -\csc^2 x \quad \frac{d}{dx}[\csc x] = -\csc x \cot x
\]

Local Linear Approximation
\[
f(x) \approx f(x_0) + f'(x_0) \cdot \Delta x
\]
Chapter 4 - Applications of the Derivative

If $f$ is differentiable, then $f$ is increasing when $f'(x) > 0$, decreasing when $f'(x) < 0$, and constant when $f'(x) = 0$.

Critical points occur where $f'(x) = 0$ or $f''(x)$ is undefined. Stationary points are the critical points where $f'(x) = 0$.

If $f$ is twice differentiable, then $f$ is concave up when $f''(x) > 0$ and concave down when $f''(x) < 0$.

Inflection points occur when concavity changes. This can occur when $f''(x) = 0$ or $f''(x)$ is undefined.

Relative extrema can only occur at critical points.

If $f$ is twice differentiable at $x = a$ and $f'(a) = 0$, then there will be a relative minimum at $x = a$ if $f''(a) > 0$ and a relative maximum at $x = a$ if $f''(a) < 0$. If $f''(a) = 0$, the second derivative test is inconclusive.

Rectilinear Motion

Position $s(t)$

Velocity $v(t) = s'(t) = \frac{ds}{dt}$

Speed $speed = |v(t)| = \frac{ds}{dt}$

Acceleration $a(t) = v'(t) = \frac{dv}{dt} = s''(t) = \frac{d^2s}{dt^2}$
Chapter 5 - Integration

\[
d\left[ \int f(x) \, dx \right] = f(x)
\]

\[
\int x^n \, dx = \frac{1}{n+1} x^{n+1} + C
\]

\[
\sum_{k=1}^{n} (a_k \pm b_k) = \sum_{k=1}^{n} a_k \pm \sum_{k=1}^{n} b_k
\]

\[
\int_{a}^{b} f(x) \, dx = \lim_{\max \Delta x_k \to 0} \sum_{k=1}^{n} f(x_k^*) \Delta x_k
\]

\[
\int_{a}^{b} f(x) \, dx = 0
\]

\[
\int_{a}^{b} f(x) \, dx = -\int_{a}^{b} f(x) \, dx
\]

\[
\int_{a}^{b} f(x) \, dx = \int_{a}^{c} f(x) \, dx + \int_{c}^{b} f(x) \, dx
\]

If \( f \) is continuous on \([a,b]\) and \( F \) is any antiderivative of \( f \) on \([a,b]\), then

\[
\int_{a}^{b} f(x) \, dx = F(b) - F(a)
\]

If \( f \) is continuous and \( F(x) = \int_{a}^{x} f(t) \, dt \) is an antiderivative of \( f \), then

\[
\frac{d}{dx} \left[ \int_{a}^{x} f(t) \, dt \right] = f(x)
\]

\[
f_{ave} = \frac{1}{b-a} \int_{a}^{b} f(x) \, dx
\]
Chapter 6 - Applications of Integration

Area between two curves

\[ A = \int_a^b \left[ f(x) - g(x) \right] \, dx \]

Volume of solid of revolution by disk method (x-axis)

\[ V = \int_a^b \pi \left[ f(x) \right]^2 \, dx \]

Volume of solid of revolution by washer method (x-axis)

\[ V = \int_a^b \pi \left( \left[ f(x) \right]^2 - \left[ g(x) \right]^2 \right) \, dx \]

Volume of solid of revolution by cylindrical shell method (y-axis)

\[ V = \int_a^b 2\pi \cdot x \cdot f(x) \, dx \]

Length of plane curve

\[ L = \int_a^b \sqrt{\left( \frac{dx}{dt} \right)^2 + \left( \frac{dy}{dt} \right)^2} \, dt \]

Area of a surface of revolution (x-axis)

\[ S = \int_a^b 2\pi \cdot f(x) \sqrt{1 + \left[ f'(x) \right]^2} \, dx \]

Work

\[ W = \int_a^b F(x) \, dx \]

Fluid Force

\[ F = \int_a^b \rho \cdot h(x) \cdot w(x) \, dx \]